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ABSTRACT
The integral method is employed for fast microcomputer computation of natural convection heat transfer from isothermal spheres in air. The governing equations are the boundary layer equations, expressed in spherical coordinates to account for curvature effects. The equations are solved by using the integral method in conjunction with assumed velocity and temperature profiles. On average, solution times for computing the surface-mean Nusselt number are about 8 and 13 minutes of an IBM PC/XT and IBM PCXT computational time per solution respectively. Surface-mean Nusselt numbers are computed for Rayleigh numbers ranging between 1.5 and 10^7. Comparison of the results of the present study with the available data from different sources shows good agreement over a wide range of Rayleigh numbers.

NOMENCLATURE

\( r \)
- radius of sphere [m]

\( r \)
- dimensionless radial distance

\( r, \theta, \phi \)
- spherical coordinates

\( R_a \)
- Rayleigh number, \( \rho g r^3 \Delta T / \mu \nu \)

\( \bar{r} \)
- root mean square

\( T \)
- temperature of fluid [K]

\( \overline{T} \)
- dimensionless temperature

\( \theta \)
- function of \( \theta \) in Eq. (15)

\( \theta_w \)
- function of \( \theta \) in Eq. (15)

\( \Delta T \)
- wall temperature [K]

\( \Delta \theta \)
- ambient temperature [K]

\( \omega \)
- tangential velocity [m/sec]

\( \omega_0 \)
- dimensionless tangential velocity, \( \omega D/\nu \)

\( \nu \)
- radial velocity [m/sec]

\( \nu_0 \)
- dimensionless radial velocity, \( \nu D/\nu \)

\( \nu_w \)
- reference velocity, \( \nu D/\nu \)

\( \omega(\theta) \)
- function of \( \theta \) in Eq. (13)

\( \omega(\theta) \)
- function of \( \theta \) in Eq. (16)

Greek Symbols

\( \rho \)
- fluid density [kg/m^3]

\( \alpha \)
- thermal diffusivity of fluid, \( k/\rho C_p \) [m^2/sec]

\( \beta \)
- thermal expansion coefficient [1/°C]

\( \delta \)
- hydraulic boundary layer thickness [m]

\( \delta_w \)
- thermal boundary layer thickness [m]

\( \delta_h \)
- dimensionless hydraulic boundary layer thickness

\( \delta_w \)
- dimensionless thermal boundary layer thickness

\( \nu \)
- kinematic viscosity [m^2/sec]

\( \nu_w \)
- normalized boundary layer thickness

\( \nu_h \)
- normalized boundary layer thickness at \( \theta = 0 \)

\( \nu_w \)
- dimensionless hydraulic boundary layer at \( \theta = 0 \)

\( \nu_h \)
- dimensionless thermal boundary layer at \( \theta = 0 \)

SUBJECTS

- \( D \)
  - characteristic body length based on sphere diameter

- \( w \)
  - wall conditions

67
INTRODUCTION

Due to the ubiquity of spherical configurations in many engineering applications such as in packed beds of spherical bodies for heat transfer, great efforts have been devoted to the past to natural convection heat transfer from isothermal spheres. The governing equations which are encountered in such problems are the continuity, momentum and energy equations. Because of the mathematical difficulties associated with these equations, their exact analytical solutions are not to be expected. In the heat transfer literature, the various approaches undertaken by different authors to obtain solutions of the governing equations for the case of natural convection heat transfer from isothermal spheres, can be classified into three main categories: (i) analytical methods, (ii) experimental techniques, and (iii) numerical methods.

Analytical investigations have mainly centered upon the two asymptotic solutions: the laminar boundary layer limit for \( 10^2 < \text{Re}_p < 10^3 \) (Merk and Fritz, 1953 - 1954, Chiang and Tien, 1964) and the diffusive limit for \( \text{Re}_p < 10^2 \) (Yaremchich, 1987). However, many situations arise where solutions are required for Rayleigh numbers in the transition regime between the two asymptotics (\( 10^2 < \text{Re}_p < 10^3 \)). Due to the complexity of the mathematical modelling of the heat transfer process in the transition regime, most of the heat transfer data available today in this range of Rayleigh numbers are furnished by experimental techniques (Kye et al., 1983, Yago, 1960, Amato and Tien, 1972, Chamberlain, 1983). In general, the experimental approach has the capability of supplying realistic heat transfer data; however, it is time consuming and expensive. Hopman and Gebhart (1970) employed an expansion technique to obtain values for the Nusselt number for isothermal spheres at low Grashof number (\( 0 < \text{Gr}_p < 1 \)) and Prandtl number around unity. This approach is complicated, involving the solution of the full momentum equations in spherical coordinates. In addition, their solutions were reported to be significantly lower than prior experimental data. Significant contributions to numerical studies in heat transfer have been made by Rablady and Hfalls (1972), who developed an approximate method for predicting natural convection heat transfer from isothermal spheres with boundary conditions similar to the above. This approximate method reduces the more complex natural convection problem into a simpler equivalent conduction problem, by surrounding the body with a stationary layer of fluid of variable thickness which offers the same thermal resistance as the original problem.

Analytical methods discussed above usually involve the introduction of simplifying assumptions to make the heat transfer problem more amenable to mathematical treatments. Numerical methods, on the other hand, require only a limited number of assumptions and can handle non-linearities encountered in heat transfer problems. In spite of this, very few numerical studies of natural convection heat transfer from isothermal spheres at low Rayleigh numbers exist in the literature. An early attempt was made by Geola and Coenh (1981) to compute Nusselt number from an isothermal sphere at low Grashof number (\( 0.5 < \text{Gr}_p < 50 \)) and Prandtl number of 0.72 (air). The computational time for solutions at \( \text{Gr}_p = 50 \) was reported to be as long as 4 and 3 hours on a CDC-6600 digital computer respectively. Moreover, the finite difference results of Geola and Coenh were not in satisfactory agreement with experimental data. Recently, more satisfactory results were obtained by Farouk (1982), who tackled the same problem and obtained finite difference results for the surface heat flux Nusselt numbers that were in agreement with Yagi's empirical correlation (Yagi, 1960).

Numerical methods have limitations among which the most common are the limited storage capacity and speed of the computer. In view of this, the integral method has long been utilized to obtain fast and reasonably accurate results for many natural convection problems, which would otherwise be difficult and expensive to handle. In the past, integral methods have been restricted to solutions of natural convection problems in the local body coordinates coordinate system (Merk and Fritz, 1953 - 1954, Leroy, 1955, Jalork, 1953). Such coordinate system was reported to be insufficient for accurate results at low Rayleigh numbers, instead a coordinate system which is compatible with the body shape being analyzed should be used to account for the curvature effects at low Rayleigh numbers (Peters and Richardson, 1969). The proper selection of the coordinate system is therefore essential in the formulation of integral methods for low Rayleigh numbers flow conditions.

In the present study, the well-known integral method is employed to estimate natural convection heat transfer rates from isothermal spheres in air. It is common practice in the heat transfer literature to restrict the boundary layer theory and associated approximations to the laminar boundary layer regime. In this study, the application of the boundary layer theory is extended to the transition regime to obtain surface-mean Nusselt numbers over a wide range of Rayleigh numbers. The basic equations for the present study are therefore the boundary layer equations, expressed in spherical coordinates to account for the curvature effects at low Rayleigh numbers. These equations are then solved by the well-known integral method in conjunction with assumed velocity and temperature profiles. The numerical aspects of the present study are performed on both an IBM PC XT and IBM PC XT and their respective computational time is executed. Finally, an assessment of the accuracy of the present study is obtained by comparing the computed surface-mean Nusselt numbers with the available heat transfer data from different sources.

THEORETICAL ANALYSIS

The body being analyzed is at a constant surface temperature \( T_s \) and is immersed in an viscous fluid of constant temperature \( T_{\infty} \). According to the Boussinesq approximation, the properties of the fluid surrounding the body are assumed constant, except the density variation, which is accounted for in the buoyancy term only. Based on the boundary layer theory, the existence of hydraulic and thermal boundary layers are assumed around the body. The present problem is formulated in a spherical coordinate system \((\rho, \phi, \theta)\), where \( \rho \) is the radial coordinate, \( \phi \) is the angular coordinate and \( \theta \) is the direction of fluid flow and \( \theta \) is the angle of rotation about the axis of revolution of the body (Fig. 1). The basic equations for the
present study are therefore the following boundary layer equations expressed in spherical coordinates (Hughes and Gaylord, 1964):

Continuity equation:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial r} (\rho u r^2) + \frac{\partial}{\partial \theta} (\rho u \theta r^2) + \frac{\partial}{\partial \phi} (\rho u \phi r^2) = 0
\]  (1)

\[\eta\text{-momentum equation:}\]

\[
\frac{\partial}{\partial t} (\rho u r^2) + \frac{\partial}{\partial r} (\rho u^2 r^3) + \frac{\partial}{\partial \theta} (\rho u \theta r^2) + \frac{\partial}{\partial \phi} (\rho u \phi r^2) = -\frac{\partial p}{\partial r} + \frac{\partial}{\partial r} \left( \frac{\mu}{\rho} \frac{\partial u}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{\mu}{\rho} \frac{\partial u}{\partial \theta} \right) + \frac{1}{r^2} \frac{\partial}{\partial \phi} \left( \frac{\mu}{\rho} \frac{\partial u}{\partial \phi} \right)
\]  (2)

Energy equation:

\[
\frac{\partial}{\partial t} (\rho h r^2) + \frac{\partial}{\partial r} (\rho h u r^3) + \frac{\partial}{\partial \theta} (\rho h \theta r^2) + \frac{\partial}{\partial \phi} (\rho h \phi r^2) = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial h}{\partial r} \right) \frac{\partial T}{\partial t} + \left[ \frac{\partial}{\partial r} \left( \frac{\mu}{\rho C_p} \frac{\partial T}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{\mu}{\rho C_p} \frac{\partial T}{\partial \theta} \right) + \frac{1}{r^2} \frac{\partial}{\partial \phi} \left( \frac{\mu}{\rho C_p} \frac{\partial T}{\partial \phi} \right) \right]
\]  (3)

where the tilde denotes a dimensional quantity, \( \eta \) is the component of gravity in the \( \theta \)-direction, \( \phi \) and \( \phi \) are the dimensional velocities in the \( \phi \) and \( \theta \) direction respectively, \( n \) is the kinematic viscosity, \( \delta \) is the coefficient of thermal expansion, and \( \alpha \) is the thermal diffusivity of the fluid. To non-dimensionalize the foregoing equations, the following dimensionless variables are introduced:

\[
u = \frac{u}{\eta}, \quad v = \frac{v}{\eta}, \quad r = \frac{r - \eta}{\delta}, \quad T = \frac{T}{\delta}, \quad \tau = \frac{t}{\delta} \]  (4)

where \( u, v, r, T \) and \( \tau \) are the dimensional angular velocity, radial velocity and temperature respectively, \( v_n = a/\delta \) is chosen as the reference velocity to eliminate the dependency of the energy equation on the Prandtl number, \( Pr \). The temperature is in fact independent of \( Pr \) at sufficiently high \( Pr \). Substituting these dimensionless variables into Eqs. (1) - (2) yields after simplifications:

\[
\frac{1}{Pr} \frac{\partial}{\partial \tau} (\rho \nu \theta) + \frac{\partial}{\partial \theta} (\rho \nu \theta \theta) + \frac{\partial}{\partial \phi} (\rho \nu \phi \phi) = 0
\]  (5)

\[
\frac{1}{Pr} \frac{\partial}{\partial \tau} \left( \frac{\partial}{\partial \theta} \right) (\rho \nu \theta) = \frac{1}{(r + 1/2)} \frac{\partial}{\partial \tau} \left( \rho \frac{\partial \theta}{\partial \theta} \right)
\]  (6)

\[
\frac{\partial}{\partial \phi} \left( \frac{\partial}{\partial \theta} \right) (\rho \nu \theta) = -\frac{\partial}{\partial \phi} \left( \rho \frac{\partial \theta}{\partial \phi} \right)
\]  (7)

where \( Re = \frac{\rho u \delta}{\nu} \) is the Rayleigh number based on the diameter of the sphere. The foregoing equations are mathematically more complex than the classical boundary layer formulation, where the equations are cast in local body cartesian coordinates. For this reason, solutions are not sought for Eqs. (5) - (7) in their original form. Instead, Eqs. (8) and (7) are integrated across the boundary layers with respect to the radial coordinate \( r \) to give the following momentum and energy integral equations:

\[
\frac{1}{2 \rho \delta \nu \theta} \frac{\partial}{\partial \tau} \left( \rho \nu \theta \right) = -\frac{\partial}{\partial \theta} \left( \frac{\partial \theta}{\partial \theta} \right) + \frac{1}{r} \frac{\partial}{\partial \phi} \left( \frac{\partial \theta}{\partial \phi} \right)
\]  (8)

\[
\frac{1}{2 \rho \delta \nu \theta} \frac{\partial}{\partial \tau} \left( \rho \theta \theta \right) = \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{\partial \theta}{\partial \theta} \right) + \frac{1}{r^2} \frac{\partial}{\partial \phi} \left( \frac{\partial \theta}{\partial \phi} \right)
\]  (9)

Figure 1: Spherical Polar Coordinate System (\( \theta, \phi, \nu \))

\[
\text{in which the dependency upon the radial velocity component} \quad v \text{has been eliminated by means of the continuity equation, and} \quad \delta = \frac{\delta}{D} \text{and} \quad \delta = \frac{\delta}{D} \text{are the dimensionless hydraulic and thermal boundary layer thicknesses respectively. It is noteworthy of mentioning that Eq. (9) is only valid for} \quad Pr < 1, \text{ i.e. when the thermal diffusivity is greater than the momentum diffusivity or when} \quad \delta < \delta. \text{ For} \quad Pr > 1 \text{ or when} \quad \delta > \delta, \text{ the upper limit of the first integral in Eq. (9) should be replaced by} \quad \delta. \text{ In integral methods, the conservation of mass, momentum and energy are uncertain only on the average over a small control volume extending across the boundary layers. As a result of this, the velocity and temperature variations across the boundary layers have to be supplied externally by assuming velocity and temperature profiles that satisfy a few of the boundary conditions at the surface and the edge of the boundary layers. In this study, a fourth order polynomial in} \quad \eta = r/\delta \text{ is chosen for the tangential velocity profile in such a way that it satisfies the following boundary conditions at the surface} \quad (n = 0) \text{ and at the edge of the hydraulic boundary layer} \quad (n = 1):}

\[
u = 0, \text{ and} \quad \frac{\partial \nu}{\partial \eta} \bigg|_{\eta = 0} = -n_0 \sin \theta \frac{\partial \theta}{\partial \eta} \bigg|_{\eta = 0} \text{ at} \quad \eta = 0 \quad (10)
\]

\[
u = 0, \text{ and} \quad \frac{\partial \nu}{\partial \eta} \bigg|_{\eta = 0} = 0, \text{ at} \quad \eta = 1 \quad (11)
\]

where \( n_0 = \eta/\delta \) and \( \nu_0 = \eta/\delta \) are the normalized hydraulic and thermal boundary layer thicknesses respectively, and the second condition imposed on the velocity at the surface is derived by evaluating the derivative of Eq. (9) at \( n_0 = 0 \). Using Eq. (10), the assumed velocity distribution profile can be derived and is given as:

\[
u = -n_0 \sin \theta \frac{\partial \theta}{\partial \eta} \bigg|_{\eta = 0} \quad (11)
\]

To correct for the expected inaccuracies associated with the use of the boundary layer equations at low Rayleigh numbers, the
assumed temperature profile it takes as that corresponding to pure radial conduction; this profile is approached as \( R_0 = 0 \) and can be derived from Laplace's equation (1958). When expressed in terms of \( \eta_0 \), the assumed temperature profile can then be written as

\[
T(\eta, \theta) = 1 - \eta_0, \quad \frac{2\eta_0}{\ln(2\eta_0 + 1)}
\]

and satisfies the two thermal boundary conditions \( \eta = 1 \) at \( \eta_0 = 0 \) and \( \eta = 0 \) at \( \eta_0 = 1 \). However, it does not satisfy the condition which arises in natural convection problems and which requires the temperature gradient to be negligible at \( \eta = 1 \), i.e. \( \frac{dT}{d\eta} \bigg|_{\eta=1} = 0 \). Expressing the momentum and energy integral equations in terms of \( \eta_0 \) and \( \eta_0 \), and substituting Eqs. (11) and (12) into the resulting equations yield the following set of linear ordinary differential equations, after some major mathematical manipulations:

\[
\frac{d}{d\eta_0} \left[ R_0 \sin \theta \right] \frac{d}{d\eta_0} \left[ \phi D(\theta) + \phi^2 \lambda(\theta) \right] \frac{d\eta_0}{d\theta} = \frac{d}{d\eta_0} \left[ R_0 \sin \theta \right] \frac{d}{d\eta_0} \left[ \phi D(\theta) + \phi^2 \lambda(\theta) \cos \theta \right]
\]

and

\[
\frac{d}{d\eta_0} \left[ \phi D(\theta) + \phi^2 \lambda(\theta) \cos \theta \right] \frac{d\eta_0}{d\theta} = \frac{d}{d\eta_0} \left[ \frac{W}{L} \left( \frac{1 + 2\phi}{\phi} \right) \right] \frac{d\eta_0}{d\theta} \frac{ds}{d\theta}
\]

in which

\[
T_0 = \frac{1}{2} + \frac{\eta_0}{\theta}, \quad \beta = \frac{1}{2} + \frac{\eta_0}{\theta} \ln(2\eta_0 + 1) - \frac{1}{2
\]

where \( \lambda(\theta) \) and \( L(\theta) \) are functions of \( \theta \), obtained respectively from the evaluation of the first integrals in Eqs. (8) and (7) using the assumed velocity and temperature profiles. \( D(\theta) \), \( \phi(\theta) \), and \( \lambda(\theta) \) are functions that result from the derivatives of \( \lambda(\theta) \) and \( L(\theta) \) with respect to \( \theta \) respectively. Finally, functions \( Z(\theta) \) and \( W(\theta) \) are related to \( L(\theta) \), as given below:

\[
L(\theta) = Z(\theta) + \frac{W}{\theta}
\]

For brevity, detailed definitions of the foregoing functions will not be presented herein; however, the interested reader can consult the author's thesis (Le Chy, 1988) for more information. The two dependent variables associated with Eqs. (13) and (14) are \( \theta \) and \( \eta_0 \), which can then be numerically solved simultaneously on a personal computer.

**Numerical Analysis**

**Initial Conditions for \( \theta \) and \( \eta_0 \)**

Prior to the numerical solution of Eqs. (13) and (14), the initial conditions are required at the frontal stagnation point (\( \theta = 0 \)). However, \( \theta \) and \( \eta_0 \) at \( \theta = 0 \) are not known and have to be determined. By symmetry arguments, \( \frac{\partial \theta}{\partial \eta_0} \bigg|_{\eta_0=0} \) and \( \frac{\partial \eta_0}{\partial \eta_0} \bigg|_{\eta_0=0} \) in Eqs. (13) and (14) can be set to zero, resulting in the following equations:

\[
\frac{d}{d\eta_0} \left[ \frac{1 + 2\phi}{\phi} \right] \frac{d\eta_0}{d\theta} = \frac{d}{d\eta_0} \left[ \frac{1 + 2\phi}{\phi} \right] \frac{d\eta_0}{d\theta} - \frac{1}{2}\left( \frac{1}{2} + \frac{1}{4\ln(2\eta_0 + 1)} \right)
\]

and

\[
\frac{d}{d\eta_0} \left[ \frac{W}{L} \right] \frac{d\eta_0}{d\theta} = \frac{d}{d\eta_0} \left[ \frac{W}{L} \right] \frac{d\eta_0}{d\theta}
\]

where \( \eta_0 \) and \( \eta_0 \) denote the values of \( \eta \) and \( \eta \) at \( \theta = 0 \) respectively and functions \( \lambda(\theta) \), \( Z(\theta) \), \( W(\theta) \) are evaluated at \( \theta = 0 \). Equations (17) and (18) are then simultaneously solved by an iterative technique, which involves the following steps:

(a) Guess an initial value for \( \eta_0 \), denoted by \( \eta_0 \)
(b) Substitute \( \eta_0 \) into Eqs. (17) and solve for \( \eta_0 \) by a Newton-Raphson method.
(c) Substitute the calculated value of \( \eta_0 \) into Eq. (18) and solve for an updated value for \( \eta_0 \), denoted by \( \eta_0 \)
(d) Replace the initial guess \( \eta_0 \) by \( \eta_0 \) and repeat steps (b) and (c)
(e) Stop iteration when the percentage difference between \( \eta_0 \) and \( \eta_0 \) is within a specified tolerance (TOL).
Nusselt number are determined from the following expressions:

\[ N_\text{Ro} \Delta f = 2 + \frac{1}{4} \frac{r}{\Delta f} \sin \theta \]  
(19)

\[ N_\text{Ro} = 2 + \frac{1}{4} \frac{r}{\Delta f} \]  
(20)

It is interesting to note that Eqs. (19) and (20) for the local and surface-mean Nusselt numbers are composed of the linear superposition of the two asymptotic; the diffusive limit 2 and a second term which represents the laminar boundary layer limit. At low Rayleigh number where \( r \) is large, the first term in the foregoing equations is predominant. However, at high \( N_\text{Ro} \), \( r \) is very small and consequently the Nusselt number is almost entirely dependent on the magnitude of the second term. The computer code developed for the numerical aspect of the present study is written in doubleprecision and consists of less than 550 line statements. No accelerated solver is required in the computer program, as opposed to the finite difference scheme where solutions of the finite difference equations usually require special routines to keep the computer storage requirement and computational time to a minimum. Small fluctuations in the computed values of \( \Delta f \) and \( \Delta f \) were detected in the vicinity of the frontal stagnation point \( \theta = 3 \) as \( N_\text{Ro} \) decreases. From a mathematical point of view, these fluctuations would not have a significant effect on \( N_\text{Ro} \) due to the small surface area available for heat transfer in this region. However, due to the many numerical problems that may arise from these fluctuations or instabilities, great care was taken to eliminate or reduce them to a minimum by reducing the step size in the Runge-Kutta routine as \( N_\text{Ro} \) decreases.

RESULTS AND DISCUSSION

Surface-mean Nusselt numbers are computed for Rayleigh numbers in the range \( 1.5 \leq N_\text{Ro} \leq 10^4 \). The computational time for solution is largest at low Rayleigh numbers, due to the smaller step sizes used in the computer code as the Rayleigh number decreases. The accuracy of the computed Nusselt number is found to be quite insensitive to the step size. The speed of convergence of the iterative scheme, used for solutions at the stagnation point, depends on the initial estimate for \( \Delta f \). However, irrespective of the magnitude of the initial guess (as long as it is positive), the iteration converges to the same value \( \Delta f \), thus leading to the computation of the same value for \( N_\text{Ro} \). (Le Choy, 1985). On average, the solution times for computing \( N_\text{Ro} \) are about 12 and 8 minutes on the IBM PC XT and IBM PC AT computational time per solution respectively. The present analysis therefore provides a reasonable improvement in the computational time and storage capacity requirement, which are the two major areas of concern in numerical methods such as the finite difference and finite element methods.

Figure 3 depicts the comparison of the present results with Chamberlain’s air data (Chamberlain, 1983) for the range \( 10^4 \leq N_\text{Ro} \leq 5 \times 10^5 \). It is found that the present results constantly lie below the experimental data; however for \( N_\text{Ro} < 10^6 \), the computed values are within the experimental error bounds, which are ±2% at \( N_\text{Ro} = 5.05 \times 10^5 \) and ±2% at \( N_\text{Ro} = 10^6 \). Figure 4 shows good agreement between the computed surface-mean Nusselt numbers and the finite-difference results of Parvov (1982) and the correlations of Raithby-Hollands (1975), Yuge (1990), Kyte et al. (1953) and Clift et al. (1978) over a wide range of Rayleigh numbers. The general trend observed is that the computed values are lower than the data by the other authors, indicating a tendency for the present study to underestimate the surface-mean Nusselt number (particularly at high \( N_\text{Ro} \)). An indepth comparison of the present results with the data by the other authors is presented in tabular forms in the author’s thesis (Le Choy, 1985) and is summarized in Table 1. The present results lie consistently below those predicted by the Raithby-Hollands correlation and were found to agree with the latter to within 10% for \( N_\text{Ro} < 10^6 \). Churchill’s correlation for isothermal sphere (Churchill, 1982) was also considered. However, since Churchill’s correlation is within 1.5% of Raithby-Hollands correlation for \( P_r = 0.71 \), the results will not be elaborated; the trend being the same as that observed with the latter. The best agreement is achieved with Yuge’s correlation for the range of Rayleigh numbers within which the correlation is valid, i.e. \( N_\text{Ro} < 10^6 \). Comparison of the computed results with the two correlations of Kyte et al. shows the same trend observed with the Raithby-Hollands correlation at high \( N_\text{Ro} \). This is due to the fact that at high \( N_\text{Ro} \), the two aforementioned correlation equations predict values of the Nusselt number which are almost identical. As \( N_\text{Ro} \) decreases, the equation of Kyte et al. departs from the correlation of Raithby-Hollands to become in excellent agreement with the present results. A maximum error of 13.4% is observed with Kyte’s correlations at \( N_\text{Ro} = 10^6 \); however, agreement is within 6% over the range \( N_\text{Ro} < 10^4 \). Figure 5 compares the local Nusselt number distribution of the present study for \( N_\text{Ro} = 10^6 \) with Churchill’s correlation for isothermal sphere (Churchill, 1983). Good agreement is observed for \( \theta \leq 150^\circ \), where the percentage difference is within 10%. At \( \theta > 150^\circ \), the two sets of data diverge significantly from each other; however, this large difference has little effect on the surface-mean Nusselt number due to the relatively small surface area available for heat transfer in this region. In the region that controls the surface-mean Nusselt number, i.e. in the vicinity of \( \theta = 90^\circ \), excellent agreement is observed between the present results and Churchill’s correlation.
Table 1: Comparison of present results with the available data from different sources

<table>
<thead>
<tr>
<th>Author</th>
<th>Range of $R_a$</th>
<th>max. percent difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strya et al., (1985)</td>
<td>$1.5 - 1.0 \times 10^4$</td>
<td>6.65</td>
</tr>
<tr>
<td>Yeap (1986)</td>
<td>$1.5 - 1.0 \times 10^5$</td>
<td>1.07</td>
</tr>
<tr>
<td>Rankine-Hollands (1935)</td>
<td>$1.5 - 1.0 \times 10^5$</td>
<td>4.00</td>
</tr>
<tr>
<td>Cliff et al. (1978)</td>
<td>$1.3 - 1.0 \times 10^4$</td>
<td>8.85</td>
</tr>
<tr>
<td>Fannick (1982)</td>
<td>$1.6 - 1.0 \times 10^4$</td>
<td>5.19</td>
</tr>
<tr>
<td>Chamberlain (1933c)</td>
<td>$1.0 - 5.0 \times 10^4$</td>
<td>7.75</td>
</tr>
</tbody>
</table>

In view of the reasonably accurate results obtained herein over a wide range of Rayleigh numbers, it can be concluded that the present study is very promising and enables fast computation of heat transfer data with accuracy that is sufficient for most engineering purposes. The increasing departure of the computed surface mean Nusselt number from data by other authors at high $R_a$ may also be related to the failure of the assumed temperature profiles to approximate the actual profile at high $R_a$. In fact, it was brought to the attention of the reader earlier that the assumed temperature profiles, derived from Laplace’s equation for pure radial conduction, does not approximate the condition of negligible interfacial heat transfer at the edge of the thermal boundary layer for high Rayleigh numbers. Moreover, at high Rayleigh numbers, the temperature profile approaches a linear distribution; this being related to the fact that the solution of Laplace’s equation in spherical coordinates approaches the solution for a flat plate in cartesian coordinates when the thermal boundary layer becomes very thin. The present internal approach is attractive from a mathematical point of view in that no specific mathematical skills are required for a good understanding and appreciation of the analysis; knowledge of basic integration and differentiation is adequate. The simplicity of its formulation, the small computational time and its good accuracy over a wide range of Rayleigh numbers set the main justifications of the present study.
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